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Figure 1: Our method automatically decomposes real tree point clouds (a) into a set of structural examples represented as hierarchical
branches and lobes (b). Users can then interactively assemble these examples according to their intentions (c), allowing the efficient gener-
ation of a 3D tree model with high realism (d). An outdoor scene comprising tree models created by our system is shown (e).

Abstract
We present VRTree, an example-based interactive virtual reality (VR) system designed to efficiently create diverse 3D tree mod-
els while faithfully preserving botanical characteristics of real-world references. Our method employs a novel representation
called Hierarchical Branch Lobe (HBL), which captures the hierarchical features of trees and serves as a versatile intermediary
for intuitive VR interaction. The HBL representation decomposes a 3D tree into a series of concise examples, each consisting
of a small set of main branches, secondary branches, and lobe-bounded twigs. The core of our system involves two key com-
ponents: (1) We design an automatic algorithm to extract an initial library of HBL examples from real tree point clouds. These
HBL examples can be optionally refined according to user intentions through an interactive editing process. (2) Users can
interact with the extracted HBL examples to assemble new tree structures, ensuring the local features align with the target tree
species. A shape-guided procedural growth algorithm then transforms these assembled HBL structures into highly realistic, fine-
grained 3D tree models. Extensive experiments and user studies demonstrate that VRTree outperforms current state-of-the-art
approaches, offering a highly effective and easy-to-use VR tool for tree modeling.

CCS Concepts
• Computing methodologies → Shape modeling; Virtual reality; Graphics systems and interfaces;

1. Introduction

Among common objects, botanical trees are notably challenging to
create due to their geometrical complexity. The primary difficulty

† Corresponding author: zl.cheng@siat.ac.cn

arises from the intricate branch structures and complex foliage de-
tails, resulting in the absence of easy-to-use systems for modeling
trees, particularly for novice users. With the rapid growth of virtual
reality (VR) technologies, a series of immersive interaction meth-
ods [LSL∗19, YH21, ZLC∗21, LZC21] have been introduced for
3D content creation, which may open up new possibilities for in-
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teractive tree modeling. However, directly adapting traditional 2D
interactive approaches (e.g., sketching [IOI06a,IOI06b,WBCG09,
NGDA∗16, KYC∗17, LZZ∗21, JZF∗21]) in VR environments, will
pose numerous new challenges. For example, the low positioning
precision of VR devices hinders the accurate creation of complex
objects like trees. Furthermore, novice users often lack the botan-
ical knowledge necessary to create tree models that faithfully re-
flect real-world characteristics. On the other hand, example-based
3D creation techniques have recently emerged to streamline the
interactive 3D modeling process [CKGK11, KCKK12, DXA∗19,
CRW∗20, YCC∗20, FXX∗22]. These methods employ a semantic
decomposition strategy to synthesize new 3D objects by assem-
bling distinct example parts from a pre-generated library. By adopt-
ing this paradigm, the complex structural priors can be implicitly
encapsulated within these predefined parts, allowing users to cir-
cumvent the burden of learning specialized knowledge, and effec-
tively simplifying the originally tedious modeling process into a
more manageable task of part assembly. Therefore, we extend the
methodology of example-based generation to propose a novel VR
interactive system that enables novice users to intuitively and ef-
fortlessly design realistic 3D tree models with high fidelity and re-
alism.

To begin, it is essential to identify an appropriate intermedi-
ate representation that not only effectively depicts the botanical
structure of 3D trees but also facilitates example-based interac-
tive modeling. Traditionally, point clouds often serve as a predom-
inant 3D representation in tree modeling due to their ease of ac-
quisition. However, point clouds are typically unsuitable for in-
teractive systems since they are unstructured and prone to noise.
Alternatively, some researchers simplify 3D trees into skeletal
graphs [XGC07, LYO∗10], which reduces the structural complex-
ity of trees compared to point clouds. However, this representation
is still too complicated for interactive use since fully creating mil-
lions of branches for dense foliage is very time-consuming. More
recently, Livny et al. [LPC∗11] introduce a lightweight represen-
tation termed texture-lobes for static point cloud reconstruction,
which abstracts the foliage details into a series of coarse-grained
canonical geometry structures. We argue that this new representa-
tion effectively encodes tree structures while preserving significant
botanical features, making it a simple yet intuitive medium for in-
teractive modeling. Inspired by this, Zhang et al. [ZLC∗21] make
an initial attempt to construct 3D tree models by manually drawing
texture-lobes in mid-air. However, using imprecise VR devices to
craft these lobes with free-form shapes fully from scratch remains
labor-intensive and results in a suboptimal user experience. In ad-
dition, manual drawing without real reference diminishes one of
the key advantages of this representation: accurately capturing the
botanical characteristics of trees.

In this work, we initially extend the texture-lobes representa-
tion to a hierarchical multi-level representation encompassing main
branches, secondary branches, and lobe-bounded twigs, dubbed Hi-
erarchical Branch Lobe (HBL), enabling a seamless integration into
the example-based modeling paradigm. Subsequently, we also de-
velop an automatic module that extracts the HBL structure and de-
composes it into individual HBL examples from real-world tree
point clouds. Moreover, a refinement module is selectively intro-
duced to allow users to fine-tune and edit individual HBL exam-

ples with minimum interaction. Our proposed framework facilitates
the creation of a comprehensive Multi-level Tree Examples Library
(MTEL), comprising versatile HBL examples derived from a wide
range of 3D tree point clouds across various species. During the
modeling process, the library guides the modelers with underlying
botanical knowledge by suggesting HBL examples that contain re-
alistic branch structures and foliage distribution patterns. This ap-
proach relieves users from the need to acquire detailed botanical
knowledge or draw precise 3D strokes in mid-air, allowing them to
construct highly realistic 3D tree models with minimal effort. Fi-
nally, fine-grained details of the generated trees, such as twigs and
foliage, are synthesized using a shape-guided procedural growth al-
gorithm. A typical example of our holistic pipeline is illustrated in
Fig. 1. Starting with a single tree point cloud (a), a sub-library in-
cluding diverse HBL examples is constructed (b). Leveraging the
HBL sub-library, trees with novel HBL structures can be generated
by simply assembling the HBL examples in a VR environment (c).
Followed by an automatic multi-level branch merging process and
a procedural growth algorithm, a visually appealing 3D tree model
with faithful botanical features can be synthesized (d), which can
be further incorporated into realistic outdoor scenes (e).

In summary, our contributions include:

• An example-based tree modeling approach that can create di-
verse and realistic tree models from a limited number of real tree
examples, even a single example, while preserving the intricate
structural details of the real examples.

• A Hierarchical Branch-Lobe (HBL) representation that serves as
an effective and efficient intermediary for tree creation in VR,
allowing the assembly of new tree models by combining HBL
examples and significantly reducing the need for tedious user
interactions.

• A set of novel 3D interactive tools specifically designed for tree
modeling within VR environments, including branch manipula-
tion, lobe merging, and lobe splitting, significantly enhancing the
efficiency and ease of use in 3D tree modeling.

2. Related Work

Automatic tree modeling. 3D tree modeling is a longstand-
ing topic in the computer graphics community. To facilitate re-
alistic tree models, data-driven modeling techniques are pro-
posed to recover the branch structure and foliage distribution
from the multiple input sources (e.g., 3D point clouds [XGC07,
LYO∗10,LPC∗11,DLL∗19,LGB∗21], images [GXY∗18,LKK∗21,
LWG∗21, LLB∗24], etc.). However, it becomes significantly chal-
lenging due to the inherently ill-posed nature of the problem
when dealing with vague semantics in the input sources. There-
fore, conventional automatic tree modeling approaches are pro-
posed by drawing upon either the botanical prior, statistical
prior or a combination thereof (L-system [Lin68, Pru86, PL12],
Space-colonization [RLP07, PHL∗09, YLG∗18] and Particle-
flow [NFD07]). For more comprehensive information about 3D
modeling and reconstruction of plants and trees, please refer to the
surveys by Okura et al. [Oku22] and Cardenas et al. [CDOFJ22].

Conventionally, branch-level skeletal graph (BSG) is the most
common intermediate representation due to its intuitive utility.
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Livny et al. [LYO∗10] introduce a heuristic directional-field op-
timization algorithm to extract the BSG from the tree point clouds.
AdTree [DLL∗19] extends the idea by incorporating a specific
simplification strategy to maintain branch structure. Benefiting
from the development of deep point cloud networks, TreePart-
Net [LGB∗21] applies a deep neural network that decomposes tree
point clouds towards local cylindrical shapes and extracts the local
medial axis as the tree skeleton. Wang et al. [WLX∗18, WLJ∗18]
encode the tree branches into a shared latent shape space with the
corresponding metric, upon which they develop a tree generative
approach. Dobbs et al. [DBGA23] also introduce a neural extrac-
tion network and propose a multi-species synthetic tree dataset.
Li et al. [YZB∗24] leverage a voxel diffusion model [HJA20]
to reconstruct the 3D BSG model from single images. However,
BSG lacks the capability to grasp the foliage distribution. For
this purpose, several novel representations are proposed. Livny et
al. [LPC∗11] present a texture-lobes model to capture both the
branch structure and the foliage distribution and further develop a
proxy extraction approach based on [LYO∗10]. Li et al. [LKK∗21]
utilize a cylinder-based proxy and apply a botanical growing al-
gorithm upon the proxy to further generate a full tree. Neural
latent representation is introduced by Lee et al. [LLB23] and
Zhou et al. [ZLB∗23] to synthesize novel 3D trees. In another
representative line of research, Argudo et al. [AAC20] propose
an image-based tree billboards modeling approach, synthesizing
a large amount of tree billboards from a few exemplars. Xie et
al. [XYS∗15] adopt an example database comprising real-life trees,
treating tree modeling as a mesh completion task. Though analo-
gous to ours, their synthesized tree geometry is constrained by the
representation capacity of the manually-collected dataset, whereas
ours achieves automatic extraction and interactive post-editing.

Interactive tree modeling. Despite the progressive endeavors of
automatic tree modeling, the semantic ambiguity induced by noisy
point clouds still poses a great challenge in modeling fidelity, which
often leads to noticeable artifacts in branch structure. Therefore, in-
teractive tree modeling appears to be a more elegant proposal, intro-
ducing human effort to simplify the semantic ambiguity of 3D point
clouds. Among various interaction tools, freehand sketch is one of
the most frequently used methods to depict tree branch structure.
One example is Longay et al. [LRBP12], which combines sketch
drawing with procedural modeling to produce a complete 3D tree.
Following the idea, Manfredi et al. [MCEG23] present a deep neu-
ral network that maps the stylized sketches towards a tree para-
metric model proposed by Weber et al. [WP95]. To enable more
realistic-look modeling from under-constrained freehand sketches,
researchers also aim to produce more faithful 3D branching struc-
tures based on probabilistic optimization [CNX∗08] or deep learn-
ing [LLT∗24] techniques. However, the branch structure, especially
secondary branches, is often occluded by the densely distributed
foliage, hindering unprofessional user sketching properly. Further-
more, depth ambiguity existed in 2D sketches constraints its ability
to synthesize fully specified trees.

With the rapid advancement in consumer VR devices, 3D im-
mersive interaction has been incorporated into tree modeling. To
explore the use of 6-DOF motion, Liu et al. [LSL∗19] present an
interactive system for modeling trees using 3D gestures in a VR
platform. By lifting 2D sketch to 3D, Yuan et al. [YH21] succes-

sively develop sketch-based modeling in immersive VR environ-
ments. They also integrate the system with algorithms for gener-
ating branch and twig geometry. A more recent work related to
ours is Zhang et al. [ZLC∗21], which takes a mid-air finger sketch-
ing scheme in a VR scenario and takes advantage of texture-lobes
representation [LPC∗11]. However, the requirement to draw 3D
sketches for both branches and foliage lobes deprives their easy-
to-use characteristics in intuitive user interaction. Besides, the con-
strained representation capacity of user-sketched lobes further ren-
ders their synthesized 3D trees notably unrealistic. Taking advan-
tage of the proposed Multi-level Tree Examples Library (MTEL),
we are able to effectively generate high-fidelity 3D trees with trivial
interaction.

3. Method

3.1. Overview

The design goals of VRTree lie in two-fold:

• To construct an HBL (Hierarchical Branch Lobe) examples li-
brary from existing tree point clouds, facilitating further tree
generation.

• To synthesize novel 3D tree models not only reflecting the user’s
imagination but also preserving faithful botanical features.

The pipeline of our interactive system is illustrated in Fig. 2. We
begin by introducing the HBL (Hierarchical Branch Lobe) struc-
ture in Section 3.2, laying the foundation of our work. Leveraging
the HBL representation as an intermediary, we then present the de-
vised interactive approach at both the point cloud and HBL levels
in Section 3.3. The two key stages—automatic decomposition, in-
teractive refinement from point clouds to HBL structure, and inter-
active example-based tree generation—are detailed in Section 3.4
and Section 3.5 respectively.

3.2. Hierarchical Branch Lobe (HBL)

To facilitate user-friendly interaction in VR, we introduce a
novel intermediate representation called the Hierarchical Branch
Lobe (HBL). This structure comprises main branches, secondary
branches, and lobe-bounded twigs. Specifically, the main branches
define topological structures and primary shape of the tree’s main
trunk, while secondary branches represent the branch structure ex-
tending from the main trunk to the tree crown. Finally, the tree
crown’s appearance is determined by the spatial distribution of
lobes, from which twigs and leaves proliferate. As shown in Fig. 2
(d), a set of main branches (red curves), secondary branches (black
curves), and lobes (various colored geometry) is organized into a
hierarchical multi-level structure.

In contrast to traditional 3D tree intermediate representa-
tions [Lin68, Pru86, SJJ09, QQJ11, PL12], which often rely on it-
erative growing paradigms, our HBL supports a tree synthesizing
framework that assembles multiple HBL examples selected from
the proposed library by users. This approach allows for indepen-
dent control over distinct levels (main branch, secondary branch,
lobe-bounded twigs level), enabling flexible user interactions.
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Figure 2: Overview of our interactive tree modeling system. Automatic decomposition (a-d): Given the point cloud of a specified tree (a),
we first extract the Hierarchical Branch Lobe (HBL) structure (b), then decompose the HBL structure into a series of examples to construct
a library (c). The interactive editing module enables users to further refine HBL examples. Each HBL example comprises a set of main
branches, secondary branches, and lobe-bounded twigs (d). Interactive modeling process (e-g): Through assembling examples in the library,
we recompose a new HBL structure (e), and then a procedural growth algorithm is applied to generate a final model with twigs and leaves
(f). Guided by the HBL examples, tree species variations can be generated (g).

Figure 3: User interaction design. (a) User interface and VR de-
vices. (b) Controller buttons.

3.3. User Interaction Design

As shown in Fig. 3, our VR devices consist of a headset, two base
stations, and two controllers. To facilitate interaction, we add two
visual touch balls, colored blue and red, on the controllers, repre-
senting the left and right hand respectively. When the user touches
with an HBL example using the visual controller, the branches and
lobes are highlighted with the same color as the touch balls, mak-
ing it easy to distinguish different levels of interaction. Moreover,
four commonly used buttons are employed to execute user com-
mands: grip, trigger, touchpad, menu. The grip button is used to
translate and rotate entire HBL examples or individual lobes, the
trigger button involves a short press for selection and a long press
for sketching (to create new HBL examples), and the touchpad and

the menu buttons handle boolean operations such as merging or
splitting lobes.

All interactions are categorized into two types: refinement and
modeling, corresponding to the HBL decomposition from point
clouds and the example-based tree modeling, respectively. In cases
where the automatic algorithm (introduced in Section 3.4) fails
to appropriately decompose HBL examples for extremely compli-
cated instances, the VR interface allows users to easily identify and
refine the decomposition result from a 360-degree view. On the
modeling side, users can translate, rotate, and sketch to assemble
existing HBL examples from the library or draw new examples with
just a few strokes, tailoring them to their creative intentions. To en-
sure the reliability of the proposed HBL examples library (MTEL),
we meticulously examine each automatically decomposed example
and enhance those of inferior quality.

3.4. Decomposition from Point Clouds

Automatically extracting an intermediate tree representation
from point clouds has been a well-researched topic in recent
years [XGC07, LYO∗10, LPC∗11, GXY∗18, DLL∗19]. However,
these efforts primarily focus on extracting simplistic branch struc-
tures or basic texture lobes from point clouds, often lacking multi-
level decomposition capabilities. Consequently, existing techniques
are not directly suitable for our HBL extraction process. To ad-
dress this, we introduce a two-stage HBL decomposition pipeline
that combines an initial automatic decomposition module with op-
tionally interactive assistance, resulting in satisfactory results for
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Figure 4: Automatic decomposition of HBL examples from the 3D
tree point cloud. (a) Point cloud. (b) Leaf points. (c) Main branches.
(d) Clustering points for lobe-bounded twigs. (e) Main branches
and secondary branches. (f) Full HBL structure. (g) Branch merg-
ing and smoothing.

most instances. Our method is also effective in handling trees with
incomplete point clouds, which are common in laser scanning or
image-based reconstruction.

Automatic decomposition of HBL structure. We decompose the
3D tree point clouds into a series of HBL examples according to
the semantic hierarchy pre-defined in our HBL structure, namely
main branches, secondary branches and lobe-bounded twigs. As
shown in Fig. 4, we demonstrate the specific procedure involved in
our method. (a-b) Inspired by Guo et al. [GXY∗18], we first lever-
age a heuristic segmentation scheme to separate foliage points from
branch points. (a-c) To extract branches from the point cloud, we
build a graph based on the K-nearest neighbor algorithm, weighting
all the edges using the Euclidean distance, and computing all short-
est paths from the tree root to other points. After that, we conduct a
Farthest Point Sampling (FPS) on the raw point cloud (a) to obtain
a set of points preserving the overall appearance of a tree. From
the downsampled set of points, we attain the shortest paths termi-
nating at these points and conduct a further merging process (see
Algorithm 1) to extract the main branches. (b-d) Subsequently, K-
means clustering is performed on the foliage points to acquire the
clustering point for lobe-bounded twigs. (c-e) Using these gener-
ated lobes, we compute the shortest paths ending with the center of
the lobes. After additional processing (see Algorithm 1), the sec-
ondary branches are constructed. (d-f) In parallel, by applying the
α-Shape algorithm on the point clusters, we generate the canonical
geometry for foliage lobes, upon which lobe-bounded twigs grow.
(e-f) Finally, the full HBL structure of the tree is obtained.

The branch processing algorithm mentioned in (c) and (e) in-
volves two steps: first, it identifies joint points where the main

branches connect, and second, it determines joint points where the
secondary branches connect to the main branches. The algorithm
merges and processes branches based on their similarity, consis-
tently combining the two most similar branches to maintain the
compactness of the HBL example structure. The specific details
are illustrated in Algorithm 1, where M and S denote the sets of
main branches and secondary branches respectively, each of which
is initially represented as shortest paths. Pi denotes the i-th shortest
path.

Algorithm 1 Branch Merge Algorithm
1: Step 1. Merge main branches
2: Input:
3: Initialize a set M, let M = Pl , Pl is the longest main branch.
4: Set Nm = |M| as the total number of main branches;
5: for i in range(1, Nm −1) do
6: Read the current branch Pi;
7: Load all branches in M;
8: Compute the similarity between Pi and P in M;
9: Search the most similar branch denoted as Popt ;

10: Merge similar edges between Pi in Popt ;
11: Store the first non-merged point of Pi as connection point;
12: Update M by adding processed Pi.
13: end for
14: Step 2. Merge secondary branches
15: Input:
16: Initialize a set S, let S contain all secondary branches
17: Set Ns = |S| as the total number of secondary branches;
18: for j in range(1, Ns) do
19: Read the current branch Pj in S;
20: Load all main branches in M from Step 1;
21: Compute the similarity between Pj and P in M;
22: Search the most similar branch denoted as Popt ;
23: Merge similar edges between Pj in Popt ;
24: Store the first non-merged point of Pj as connection point.
25: end for

Note that in the above algorithm, a key aspect is accurately mea-
suring branch similarity. Inspired by Shape Contexts [BMP02], a
state-of-the-art method for computing shape similarity in object
recognition and matching, we treat branches as 3D shapes and ad-
dress the similarity measurement of branches as an optimal assign-
ment problem. The cost ∑

i
∑
j
C[i, j]X [i, j] of the best assignment be-

tween vertices of two branches is used to measure their similarity,
where C[i, j] is the cost of matching the vertex of the first branch
and the vertex of the second branch, and X is a boolean matrix.
A lower cost indicates a higher degree of similarity between the
two branches. Once the two most similar branches are identified,
we traverse each pair of corresponding points with the same index.
If the Euclidean distance between them is below a user-specified
threshold, the corresponding edges are merged. If the distance ex-
ceeds this threshold, the point is treated as a connection point, as
shown in Fig. 4 (g), where P1 is the optimal main branch for sec-
ondary branch P2 to merge with. We compute vi as the connection
point, and the points before v j on the secondary branch are merged.
A new edge between vi and v j is then built. Finally, drawing on in-
sights from AdTree [DLL∗19], we optimize the position of the con-

© 2024 Eurographics - The European Association
for Computer Graphics and John Wiley & Sons Ltd.



6 of 13 Di Wu et al. / VRTree: Example-Based 3D Interactive Tree Modeling in Virtual Reality

nection point v j by calculating the weighted average of the lengths
from v j to vi and v j+1:

v
′

j =
vili + v j+1l j+1

li + l j+1
(1)

where v
′

j is the renewed point position, li and l j+1 are the lengths
that vi and v j+1 connected to the old position v j. This update rule
ensures the smoothness of the local branch within the HBL struc-
ture. By conducting this scheme on branches, we achieve a com-
plete decomposition of HBL examples from the raw point cloud.

Interactive refinement of HBL example. To improve the ro-
bustness of our system in addressing intricate scenarios, we de-
sign and implement an interactive refinement module to address
cases where automatic decomposition might be inadequate. Pre-
vious methods focus on inferring parameters and patterns from
sketches [MCEG23] or pixel images [GJB∗20] to generate new
tree models. However, utilizing and adjusting these abstract tree
parameters can be challenging, especially for novice users. Instead,
visually intuitive and user-friendly tree examples are easier to man-
age. Moreover, users benefit from a 360-degree view in VR envi-
ronments, allowing them to effortlessly remove or insert specific
branches. Therefore, this interactive refinement of HBL examples
can minimize the need for laborious manual parameter adjustment,
significantly enhancing the overall user experience in the tree mod-
eling process. In detail, we devise four operations specially tailored
for refining HBL examples in a VR environment: remove lobe, in-
sert lobe, merge lobe, split lobe. These operations not only facilitate
the refinement process but also contribute to the construction of the
examples library, greatly reducing the effort required to build the
MTEL, which includes hundreds of HBL examples across various
tree species.

• Remove lobe: delete the lobes with irregular shapes
• Insert lobe: select points to generate new lobes
• Merge lobe: merge lobes with small size but close location
• Split lobe: split lobes with big size against others

The implementation of these operations involves re-clustering
lobe points and regenerating secondary branches. For instance,
when lobes are merged into a single one, the backend algorithm
regenerates a new canonical geometry using the α-Shape method.
The secondary branch is then regenerated and optimized using Al-
gorithm 1, connecting the pre-built main branch structure to the
newly synthesized lobe. Fig. 5 demonstrates the consecutive refine-
ments applied to an HBL example through these four operations.
For example, (a) to (b) shows the merging of selected lobes, while
(c) illustrates how a user can split a lobe by drawing strokes, which
divide the corresponding point cloud into several parts. The num-
ber of strokes determines the number of new lobes, with sampled
points from these strokes serving as initial clustering centers for the
K-means algorithm. After separation, the α-Shape algorithm gen-
erates new lobe shapes from the separated parts of the point cloud,
and the shortest paths from the tree root to each lobe’s center define
new branches, followed by a merging process using Algorithm 1.
The operations for removing and inserting a lobe are demonstrated
in (d) and (e) respectively. Additional auxiliary operations such as

Figure 5: Interactive editing. (a) Automatic decomposition result.
(b) Merge lobe. (c) Split lobe. (d) Remove lobe. (e) Insert lobe.

show/close point cloud, show one/all examples are also developed
to enhance user interaction.

Examples library. Leveraging the proposed HBL decomposition
and interactive refinement, HBL examples can be derived from
widely collected point clouds, minimizing the effort required to
construct the example library. To streamline the selection process
of HBL examples and improve the system’s usability, we integrate
a pre-classification step that categorizes HBL examples based on
the curvature of main branches and the number of lobes. As shown
in Fig. 6, users can search for HBL examples using keywords like
"dense", "sparse", "straight", and "curved". Examples meeting the
specified criteria are prioritized in the display, effectively reducing
the burden on users, especially first-time users, during the operation
process.

3.5. Example-based Interactive Tree Generation

Interactive tree modeling. To assist in the interactive assembly
of new HBL structures for tree modeling, we design and imple-
ment four key operations for creating and editing the tree model:
select example, transform example, transform lobe, sketch new ex-
ample. In this way, our system allows the user to interact with entire
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Figure 6: Branch curvature and lobe number of HBL examples in
our library.

examples or individual lobes at different levels, making it easy to
create and edit tree models. Note that each example consists of a
main branch with several lobes, each connected to the main branch
through secondary branches.

• Select example: select the needed examples.
• Transform example: translate, rotate and scale examples.
• Transform lobe: translate, rotate and scale the lobes.
• Sketch new example: create the free-form examples.

Based on the specified example library, users can directly inter-
act with the HBL intermediary to synthesize tree models according
to their intentions, without worrying about local botanical fidelity.
As illustrated in Fig. 7, the interactive modeling process is smooth
and intuitive. When users enter the system interface (a), a selec-
tion of pre-generated examples is available. Users can transform
branches and lobes until they are satisfied with the layout (b-c).
To avoid the need for precise interactions in VR, we provide a re-
combination method that allows users to arrange HBL examples
in a coarse placement. Specifically, we compute the similarity of
main branches between two different HBL examples. When a user-
defined requirement is satisfied, as outlined in Algorithm 1, our sys-
tem automatically merges and optimizes these main and secondary
branches, then connects the two examples into a cohesive whole. If
there is no suitable example available in the library (d), users can
also sketch a few strokes to create a new example, where VRTree
recognizes strokes that represent branches or lobes, similar to mid-
air sketching proposed by Zhang et al. [ZLC∗21]. Through easily
selecting, transforming, and sketching examples, users can effec-
tively generate the newly assembled HBL structure encapsulating a
tree model (e).

Procedural growth from HBL. Once all examples selected by the
user are positioned properly, a specially devised Space Coloniza-
tion algorithm [RLP07] is employed to generate detailed twigs and
leaves. For each lobe, the terminal nodes of the corresponding sec-
ondary branch are designated as the bud nodes. The growth direc-
tion −→V is determined by a combination of the heading direction
−→V s, the attraction direction −→V att , and the gravity direction −→V g as

Figure 7: Interactive modeling. (a) Select example. (b) Transform
example. (c) Transform lobe. (d) Sketch a new example. (e) Twigs
and leaves generation.

follows:

−→V =
−→V s +α

−→V g +β
−→V att . (2)

Here, the heading direction −→V s for each lobe is the tangent direc-
tion of the secondary branch. The gravity influence, represented by
−→V g = (0,−1,0)T affects the downward growth of twigs. The at-
traction direction −→V att is determined by averaging the directions
from the bud to each vertex of the lobe geometry, where these
vertices are regarded as attraction points. The typical values of α

and β are set to 1.6 and 0.3, respectively, as suggested by Guo et
al. [GXY∗18]. New nodes are generated incrementally based on
a growth radius. To create a complete tree model, branch geome-
try is generated by fitting generalized cylinders to the correspond-
ing point clouds with a gradually decreasing radius. Finally, leaves
and textures are added around the new nodes using the method de-
scribed by Livny et al. [LYO∗10]. In practice, users can control
the growth process via the controllers, allowing them to adjust the
density of twigs and leaves according to their preferences.
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Figure 8: A gallery of tree models created in freestyle. These 3D tree models are created by inexperienced users within 2-5 minutes using a
consumer-level VR device.

4. Results and Evaluation

In this section, we begin by introducing the implementation de-
tails in (Section. 4.1). Subsequently, we evaluate our framework
on the robustness of modeling capability in three aspects: freestyle
tree modeling, tree editing and image-guided tree modeling (Sec-
tion. 4.2). After that, we compare our work with other state-of-the-
art tree modeling approaches (Section. 4.3):

• Du et al. [DLL∗19] and Guo et al. [GXY∗18] are two novel
baselines for automatic tree reconstruction from point clouds.
We compare our method with theirs on tree reconstruction in
extreme cases (point clouds incompleteness).

• Zhang et al. [ZLC∗21] introduce a similar interactive tree model-
ing system in VR environments akin to us, whereas they harness
the 3D sketch-based tree modeling ideology with texture-lobes
as an intermediary. We compare our tree modeling performance
with theirs.

Finally, a comprehensive user study is conducted to quantitatively
evaluate our VRTree system and compare it with the approach pro-
posed by Zhang et al. [ZLC∗21] (Section. 4.4).

4.1. Experimental Setup

Implementation details. Our system is designed as server-client
mode. The server is programmed by Python3.7, which is responsi-
ble for receiving messages from the client and conducting function
scripts, then storing processed data in a sharing disk. The client is
implemented in Unity2019.4.22f1&C#, which is activated to down-
load and render tree-related data such as point clouds, lobe geom-
etry and skeletal structure. In addition, we adopt the lightweight
messaging library ZeroMQ to transport and parse messages. When
the back-end server starts up, the client will send a message af-
ter finishing interactions (mentioned in Section. 3), receive a re-
sponse message after the server’s computation, then refresh the ren-

dering for the user. We implement our system on a PC with Intel
i9-12900, 2.40GHz CPU, 32G memory, and a 64-bit Windows 10
operation system. The GPU used for rendering and computation is
NVIDIA RTX 3080 GPU. To build the Multi-level Tree Examples
Library (MTEL), we collect a point cloud dataset based on Smart-
Tree [DBGA23], comprising 6 distinct tree species.

4.2. Evaluation

Freestyle generation. For virtual creation enthusiasts who may
not have strict requirements of modeling goals, HBL examples can
serve as fundamental components, providing assistance to users.
Therefore, we initially perform experiments involving free-form
creation, allowing users to create trees of various species accord-
ing to their imagination. In particular, users select HBL examples
from the MTEL based on their intent and arrange them according
to their preferences. Fig. 8 displays part of the generated results.
The experiment illustrates that HBL examples integrate sufficient
botanical features to guide and assist users in the interactive mod-
eling process, significantly enhancing the user experience.

Tree editing. Innovatively, we highlight the significant advantage
of our interactive system through a tree editing task that is com-
monly considered challenging for conventional iterative tree mod-
eling approaches [Lin68, Pru86, SJJ09, QQJ11, PL12]. To be spe-
cific, we conduct tree editing by augmenting a pre-generated 3D
tree model with an additional HBL example or substituting part
of the current tree model with novel local structures. We accom-
plish this by first positioning additional HBL examples at the user-
specified locations. Then, applying the proposed Algorithm 1 on
corresponding parts and procedural growth, novel trees are sub-
stantiated by seamlessly incorporating the new HBL example while
preserving the original pre-generated tree. As illustrated in Fig. 9,
utilizing the 3D interactive editing, we are able to generate varia-
tions of tree species based on one individual tree model. This char-
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Figure 9: Editing an existing tree model through adding novel HBL examples to generate variations of tree species, each within 1 minute.

Figure 10: Synthesized 3D tree models of various species (eucalyptus (a-b), pine (c-d)) based on our system using reference images.
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acteristic of our system endows users with enhanced flexibility in
creating tree models, allowing continual editing until satisfactory
results are achieved.

Image-guided tree modeling. The objective of image-guided tree
modeling is to produce a 3D tree model in which one projection
view closely matches the reference image. The challenge mainly
lies in the absence of depth information and the potential occlusion
in 2D images, impeding users from crafting tree models that ac-
curately reflect both fidelity to the image and the desired level of
realism. To evaluate our framework on this formidable topic, we
first obtain photographs of two eucalyptus trees and two pine trees
from the internet, using them as the reference for modeling. Next,
we pre-generate the Multi-level Tree Examples Library (MTEL)
according to corresponding tree species. In our experiment, we de-
compose point clouds of eucalyptus and pine trees to construct
two sub-libraries, preserving the consistency between the source
of HBL examples and the target of tree models. Finally, we se-
lect and assemble HBL examples from the MTEL to generate trees
according to the reference images, and this process is achieved in-
teractively. As shown in Fig. 10, we present the front, side, and top
views of our generated tree model, along with the corresponding
HBL structure. Experimental results demonstrate the capability of
our system to generate tree models with high fidelity toward the
reference image. Moreover, with the aid of the constructed HBL
examples library, our results exhibit faithful details of trees and
achieve high realism when being projected from other viewpoints.

4.3. Comparisons

Tree reconstruction from incomplete point clouds. Tree recon-
struction from incomplete point clouds is a frequently encountered
yet under-researched topic. The lack of overall shape may poten-
tially mislead the growth of tree branches, yielding trees with a low
level of realism. Two state-of-the-art works: Guo et al. [GXY∗18]
propose a pointcloud-guided space colonization method for branch
growing, while Du et al. [DLL∗19] adopt a heuristic directional-
field optimization algorithm based on the point cloud. Both ap-
proaches demonstrate inferior performance when handling incom-
plete data, as depicted in (a) and (b) of Fig. 11. On the contrary,
drawing upon our example-based modeling philosophy, we are ca-
pable of exploiting the framework into individual trees and address-
ing this issue in an interactive manner. Initially, we decompose the
HBL examples from the existing portion of the point cloud, with
which we construct a small HBL example library. The preliminary
reconstruction results are shown in (c) of Fig. 11. Subsequently,
we fill the incomplete tree by leveraging HBL-level interaction (in-
troduced in Section 3.5) on the small library until a satisfactory
appearance is attained. Fig. 11 showcases the superiority of our
reconstruction results and further spotlights the generalizability of
our framework to versatile tree-related scenarios. (as demonstrated
in (d) of Fig. 11). This experiment demonstrates a potential exten-
sion of our method to assist in improving the reconstruction of trees
from point clouds, where our system can leverage human knowl-
edge and observation as prior information to fill in the unscanned
areas by using the extracted HBL structures.

3D sketching-based generation. As illustrated in Fig. 12, we con-
duct a comparative analysis with another related VR interactive tree

Figure 11: Tree reconstruction based on the incomplete point
cloud. Two state-of-the-art pointcloud-based tree reconstruc-
tion approaches, namely Guo et al. [GXY∗18] (a) and Du et
al. [DLL∗19] (b), struggle to accurately reconstruct trees. Though
our approach achieves similar reconstruction quality as theirs ini-
tially (c), benefiting from the interactive completion of the HBL, our
reconstruction surpasses theirs significantly, attaining a tree model
with a higher-level realism (d).

modeling system [ZLC∗21]. Instead of utilizing the example-based
modeling framework, they apply a complete sketching paradigm.
Users are tasked not only with drawing branches, which is rela-
tively easier, but also with creating complex lobe geometry from
scratch. This prevents users from drawing complicated lobe geome-
tries where twigs grow, thereby generating unrealistic tree crowns
comprising ellipsoidal-like lobes (as shown (a) of Fig. 12). Con-
versely, our system, featuring multi-level control and more precise
HBL manipulation, synthesizes trees with a higher-level realism (as
outlined in (b) of Fig. 12).

4.4. User Study

We conduct a user study and collect feedback to compare our sys-
tem with Zhang et al. [ZLC∗21]’s system. Previously, modeling 3D
trees is an extremely complicated task that requires expert knowl-
edge of CAD software. Thus, our initial intention is to demonstrate
that our system can empower even novice users to handle this task
easily. We recruit 8 users from local universities who are unfamiliar
with tree modeling in VR environments but are highly interested,
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Figure 12: Comparison with Zhang et al. [ZLC∗21]’s system on
tree modeling. To enable fair comparison, we assemble the HBL
examples according to the coarse silhouette of the tree generated
by Zhang et al. [ZLC∗21]’s system. Thanks to the proposed frame-
work, our tree modeling results demonstrate enhanced realism, re-
flected in more faithful botanical structure and vivid tree crown de-
tails.

Table 1: The questions of the System Usability Scale (SUS).

SUS Question Description

(Q1) I’d like to use it frequently (if modeling trees).
(Q2) The system is unnecessarily complex.
(Q3) The system is easy to use.
(Q4) I need support of a technical person.
(Q5) The functions are well integrated.
(Q6) This system has too much inconsistency.
(Q7) The system is easy to learn for most people.
(Q8) I found the system very cumbersome to use.
(Q9) I felt very confident using the system.

(Q10)
I needed to learn lots of things before I
could get going with this system.

to model trees using the two systems. The group consists of four
females and four males, with an average age of 26.7 years. At the
beginning, all participants are instructed to watch demonstration
videos showcasing tree modeling using our system and Zhang et
al. [ZLC∗21]’s system respectively. Each video lasts 15 minutes,
providing instructions on VR equipment and guidance on tree mod-
eling. Then, participants are asked to use the two systems for tree
modeling respectively. During the study, users experience the dif-
ferent systems in a randomized order. The first task is open-ended,
allowing them to model trees freely. The second task involves pro-
viding a reference image as a target, requiring participants to create
a model as similar as possible to the image. Lastly, they answer
the questionnaire to evaluate the effectiveness and convenience of
the two systems. The questionnaire is the System Usability Scale
(SUS) [B∗96] which contains ten questions on a 5-point scale. Ta-
ble 1 shows the detailed SUS question description. Afterward, we
carry out a brief interview with each participant to gather their feed-
back and experiences.

We use bar plots to compare our system with Zhang et al.

Figure 13: The plot results of SUS questions.

[ZLC∗21]’s system in terms of average scores. As shown in Fig. 13,
all participants show a positive attitude to our system. The re-
sults show our system is simple (Q2,M = 2.12,SEM = 0.30)
and user-friendly (Q3,M = 4.62,SEM = 0.18), while Zhang et
al. [ZLC∗21]’s system is hard to operate in 3D space due to the
instability of hand-drawn sketches (Q3,M = 2.62,SEM = 0.26).
Participants often have to repaint when using their system (Q6,M =
3.75,SEM = 0.41). For our system, users can model trees di-
rectly without requiring extensive botanical knowledge (Q9,M =
4.50,SEM = 0.19). Besides, our system integrates various editing
tools to facilitate users in creating tree models of specified shapes
(Q5,M = 4.62,SEM = 0.18), without adding any burden to the
modeling process (Q8,M = 1.62,SEM = 0.18). However, Zhang et
al. [ZLC∗21]’s system requires drawing a few lobes, which signif-
icantly affects the efficiency of modeling. For example, one par-
ticipant commented:"I found it easy to obtain the desired model
quickly by assembling the tree examples in VRTree, compared to
spending a lot of time drawing lobes and branches in another sys-
tem."

5. Conclusion and Future Work

In this paper, we design a novel 3D interactive modeling system in
VR environments using an example-based generation framework.
We introduce a multi-level tree representation, HBL (Hierarchical
Branch Lobe), as an intermediary to decompose tree point clouds
into a series of concise HBL examples. Using this intuitive system,
we construct a Multi-level Tree Examples Library (MTEL) contain-
ing HBL examples from 6 distinct tree species. Extensive experi-
ments and user studies demonstrate the system’s effectiveness and
ease of use. Our system can generate 3D tree models with realis-
tic species characteristics based on various user prompts (free-form
positioning, images, point clouds) and can handle challenging tasks
such as modeling incomplete tree point clouds or editing existing
trees. However, our system has some limitations. One major limi-
tation is that the manipulation of HBL examples is relatively free-
form, which can occasionally result in artifacts in the generated
models. In the future, we plan to address this issue by developing
a recommendation system based on the current modeling state to
provide guidance to users.
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Appendix A: Tree Species and Parameter Setting.

In this appendix, we provide additional details about the tree
species and parameter setting for HBL construction in our exper-
iments.
Data preprocessing. We collect the 3D tree point clouds from
Smart-Tree [DBGA23], which includes 6 tree species: apple,
cherry, eucalyptus, ginkgo, pine, walnut. However, considering a
tree with real scale and overly dense scanned points is typically not
convenient for user interaction in the VR platform, the point clouds
of each tree are downsampled to 12000 points and scaled to 0.8
meters beforehand.

HBL construction. When extracting shortest paths as initial
branches, we empirically set the query radius to 0.05 and use K = 5
in the K-nearest neighbor algorithm to construct the graph. In the
α-Shape algorithm for generating lobe geometry, parameter α is set
to 13 by default. In Algorithm. 1 that further optimizes structures of
initial branches, depending on the tree species, we extract different
numbers of main branches and secondary branches, denoted as Nm
and Ns, respectively. Note that since each lobe is connected to the
main branches through a secondary branch, the number of lobes Nl
is equal to Ns. The specific values of Nm, Ns and Nl for each tree
species are shown in Table 2.

Table 2: Our system utilizes three parameters Nm, Ns and Nl to
indicate the number of main branches, the number of secondary
branches, and the number of lobes, respectively.

Apple Cherry Eucalyptus

Nm = 8,Ns = Nl = 53 Nm = 10,Ns = Nl = 35 Nm = 8,Ns = Nl = 40
Ginkgo Pine Walnut

Nm = 8,Ns = Nl = 36 Nm = 6,Ns = Nl = 40 Nm = 10,Ns = Nl = 46
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